Savitribai Phule Pune University
Department of Mathematics
Syllabus foM.Sc. (Industrial Mathematics with Computer Applications)
(To be implemented from Academic year 2015-2016)

Course Structure —

Duration: The entire Programme is a Three year and six demfedi time Programme.

No. of Courses:For semesters 1,2 and 3, there will be FIVE cesirsFor semester 4 and 5, there will be 5 or 6
courses. The last semester will be Industrial ingjitinstitutional project and 0 or 1 or 2 theoryucges. For every
course except the course MT-601 there will be 4$ficlassroom teaching and 1 hours would be resdoreglther

Laboratory work/Problem solving session/ relatetiviy

Award of Credits —
Each Theory course will be of 5 credits. For eveoyrse in all the semesters there will be two aspeft the
conduct of the course first is the theory coursd aecond is practical/laboratory work for each seurEach
semester is of 5 courses and 25 credits (Thistigplicable for Industrial training if"&semester of M.Sc..).
ATKT Rules —

« Each regular student will have to appear for al2b credits of the respective semester.

« Student who wishes to take admission to the segeadM.Sc.. should have obtained at least 25 @ edit

of 50 credits of the First year M.Sc.

Evaluation Rules—
» Each course will carry 100 marks except MT-601.
e There will be Continuous Evaluation (CA) and EndriieEvaluation mechanism (ETE) for each course
and carry 50 marks each.
« The assessment of 15 credits toward$ S¢mester (Full Time Industrial Trainidgnstitutional project
will be carried out as follows:
1. A student will inform the department about the joghdate of the above mentioned training.
2. The student will have to make minimum two preséoitet one in the third month and the other at the
end of the training programme. These presentatidlhbe considered towards CA.
3. The student will have to submit a Dissertation/Repo the department which will be assessed
towards course credits.
* 50% marks of the course towards CA will be basetests (minimum 2). In addition, a teacher may
consider one or more of the following evaluatioateyns.
1. Home Assignment(s)
Seminar/Presentation by the student
Laboratory assignment

Group Discussions

a > v

Research Paper Review



6. Technology Demonstration
7. Mini projects in group of maximum 2 members.
» If a student fails in a course of any semester tienstudent can appear only for the End of Semeste
Examination of the following semester. However he/san improve the continuous assessment (CA)
performance in any of the forthcoming semestessthiith the course is subsequently conducted anlaisn t

case, the student will have to appear for End afi&er Examination also for the said course.

Completion of Degree Programme

1. In order to pass the M.Sc. (Industrial Mathematvith Computer Applications) Course a student hashtain
150 credit points i.e., a student has to pass Bgsts (including Soft Skills (Audit course)) alomgth the
degree project. Those students who wish to commletgree project in Industries are allowed maximum 7
subjects in semester IV and semester V, so thatttlteent can complete only degree project in sem¥4t

2. If a student has failed in a course then the saidse will not be taken into account for calculgt@PA and
overall grade. In fact, all the courses in whicttiadent has passed will be taken into accountdlmutating the
GPA and overall grade.

3. The policies and procedures determined by Univyemitl be followed for the conduct of examinatioasd

declaration of the result of a candidate



M.Sc. First Year

Semester: INlinimum Credit: 25, Core course is compulsory)

Hours/
Course Title of the course Credit
Week
Core MT-101 | Algebra 5 5
Core MT-102 | Linear Algebra 5 5
Core MT-103 | Discrete Mathematics 5 5
Core MT-104 | Computer Organization 5 5
Core MT-105 | Programming in C 5 5

Semester: || (MinimunCredit: 25, Core course is compulsory

. Extra Coissm Audit Course)

Course Title of the course Hoursf Credit
Week
Core MT-201 Foundations of Analysis 5 5
Core MT-202 Differential Equations 5 5
Core MT-203 Data Structures 5 5
Core MT-204 Programming in C++ 5 5
Core MT-205 Operating Systems 5 5
M.Sc. Second Year
Semester: 3Minimum Credit: 25, Core course is compulsory)
Course Title of the course Hoursf Credit
Week

Core MT-301 | Complex Analysis 5 5
Core MT-302 | Database management systems 5
Core MT-303 | Theory of Computer Science 5 5
Core MT-304 | Design and Analysis of Algorithms 5 5
Core MT-305 | Computer Graphics 5 5




M.Sc. Second Year

Semester: 4Minimum Credit: 25, Maximum Credits: 35, Core cassare compulsory)

From elective courses student can seleeton Two courses.

Course Title of the Course Hours/ Credit
Week
Core MT-401 Operations Research 5 5
Core MT-402 Rings and Fields 5 5
Core MT-403 Software Engineering 5 5
Core MT-404 Computer Networks 5 5
Core MT-405 Programming with JAVA 5 5
Elective MT-406 Computational Geometry 5 5
Elective MT-407 Data Mining
Elective MT-408 Artificial Intelligence 5 5
Elective MT-409 Cryptography 5 5
Elective MT-410 Evolutionary Computing and Image . .
Processing

Elective MT-411 Advanced DBMS 5 5
Elective MT- 412 | Probability and Statistics 5 5




M.Sc. Third Year

Semester: 5Minimum Credit: 25, Maximum Credits: 35, Core cassare compulsory)

From elective s student can select three coursddifomum credit and Five for Maximum Credit

Course Title of the course Hours/ Week Credit
Core MT-501 Coding Theory 5 5
Core MT-502 Mathematics course 5 5
Elective | MT-503 Programming with Advanced Java 5 5
Elective | MT-504 Programming with DOT NET 5 5
Elective | MT-505 Programming using mobile technoésgi 5 5
Elective | MT-506 Compiler construction 5 5
Elective | MT-507 Integral Transforms 5 5
Elective | MT-508 Financial Mathematics 5 5
Elective | MT-509 Advanced Algorithms 5 5
Elective | MT-510 Managerial Techniques using OperetiResearch 5 5
Elective | MT-511 Mathematical Modeling and Simulatio 5 5
Elective | MT-512 Fuzzy Sets and Fuzzy Logic 5 5
Elective | MT-513 Cloud Computing 5 5
Elective | MT -514 | Object Oriented Modelling and Qgsi 5 5
Elective | MT-515 Software Project Development 5 5
Elective | MT-516 Differential Geometry 5 5




Semester: 6Minimum Credit : 15, Maximum Credits: 25 Core cais compulsory)

Subject Paper Title of Paper Hours/ Week Credit
Core MT-601 | Industrial Training /Institutional project -- 15
Elective | MT-602 | A student can select at most two electives from|the 5 5
list of electives provided in semester IV ahd
Elective | MT-603 5 5
semester V.

MT 101 : Algebra

1. Introduction to Groups : Symmetries of a Squdrke Dihedral Groups, Definition and Examples ob6@ps,
Elementary Properties of Groups.

2. Subgroups and Cyclic Groups: Terminology andabioh , Subgroup Tests, Examples of Subgroups,drtiep
of Cyclic Groups, Classification of Subgroups ofcliy Groups, Properties of Cosets, Lagrange’s Téxaaand
Consequences.

3. Permutation Groups : Definition and Notationcl@yNotation , Properties of Permutations, An aggilon of
Cosets to Permutation Groups, The Rotation Growp@fibe and a Soccer Ball.

4 . Group Homomorphism and Isomorphism: Definitiord Examples of Homomorphism, Properties of
Homomorphism. Definition and Examples of Isomorphi$roperties of Isomorphism , Cayley’s Theoreng Th
First Isomorphism Theorem, Automorphism.

5. External Direct Products : Definition and ExaeglProperties of External Direct Products, Theugraf Units
Modulo n as an External Direct Product, Application

6. Normal Subgroups and Factor Groups: Normal Sy, Factor Groups, Applications of Factor Groups
Internal Direct Products.

7. Fundamental Theorem of Finite Abelian Groups Fandamental Theorem, The Isomorphism Classes of
Abelian Groups.

Prescribed Book:

» Joseph A. Gallian, Contemporary Abstract Algebraurth Ed.), Narosa, 1999. (Part 2 : Groups)

Reference Book:

* P. B. Bhattacharya, S. K. Jain and S. R. Nagiasjc Abstract Algebra (Second Ed.), CambridgevURiess
(Indian Ed. 1995).

 |. S. Luthar and I. B. S. Passi, Algebra-VolGkpups, Narosa, New Delhi, 1996.



MT 102 Linear Algebra
Gaussian elimination, echelon forms, propertiededérminants, complexity of calculating determilsant
Vector spaces, subspaces, linear independencs, tasension, linear transformations.
Orthogonal vectors and subspaces, orthogonal restqrojections, least squares, orthogonal basim@chmidt.

Eigenvalues and eigenvectors, diagonalisation afoform, difference equationst Mifferential equations, and

e

Positive definite matrices, maxima, minima, saguiats, singular value decomposition, matrix noromdition
numbers, computation of eigenvalues, iterative oagHor Ax=b.

Prescribed books :
1. Linear Algebra and its applications, by Gilberta®iy.

2. 2. Linear Algebra and its applications, by David/La

MT103 Discrete Mathematics

1. Order Relations and Structures: Partially ordeet, Extremal Elements of Partially ordered detttjces, Finite
boolean algebras, Functions on boolean algebrasyiCilesigns.

2. Trees: Trees, Labeled Trees, Tree Searchingrétted Trees, Minimal Spanning Trees

3. Topics in Graph Theory: Graph, Euler Paths aincu@s, Hamiltonian Paths and Circuits, Transpdetworks,
Matching Problems, Coloring Graphs,

4. Combinatorics: Combination, Permutation, Gemegatunctions, Odinary and Exponential Generatimgtions,
Recurrence Relation, Methods of Solution of RecureeRelatiion , Substitution Method, CharacteriMigthod,
Generating Function Method, Principle of Inclusard Exclusion.

Prescribed Books:

» Kolman, Busby, Ross, Discrete Mathematical Stmes,Fifth Edition (Pearson Education).
» Purna Chandra Biswal, Discrete Mathematics arapiTheory, Second Edition (PHI.).
Reference Book:

» Alan Tucker, Applied Combinatorics, Forth Editiafotin Willey).



MT 104 Computer Organization

Overview of Computer Organization: Introduction,sgaTerms and Notation, Programmer's View, Advaesagf
High-Level Languages, Why Program in Assembly Lagg? Architect's View, Implementer's View. The
Processor: Pipelining, Memory: Basic Memory Operati Byte Ordering, Two Important Memory Desigruks
Input/Output, Historical Perspective, Technologigdvances
Introduction to Digital Logic: Introduction, Bas@oncepts and Building Blocks, Logic Functions, Bl Algebra,
Logic Circuit Design Process, Deriving Logical Egpsions from Truth Tables, Simplifying Logical Egpsions,
Generalized Gates, Multiple Outputs, Implementatising Other Gates
Combinational Circuits: Introduction, Multiplexe@nd Demultiplexers, Decoders and Encoders, Congrarat
Adders, Programmable Logic Devices, Arithmetic &odic Units
Sequential Logic Circuits: Introduction, Clock SanLatches, Flip-Flops, Example Sequential CisguBequential
Circuit Design
Processor Organization and Performance: Introductdumber of Addresses, Flow of Control, InstructiSet
Design Issues, Microprogrammed Control, Performance
RISC and CISC processor architectures

CISC (case study of Intel Processors)

RISC (case study of ARM processors)
Memory System Design : Introduction, A Simple Mesn@lock , Techniques to Connect to a Bus, Buildang
Memory Block, Building Larger Memories Cache Memorintroduction , How Cache Memory Works , Why
Cache Memory Works, Cache Design Basics
Virtual Memory: Introduction, Virtual Memory Concey) Page Table Organization, Page Table Entrieg Th
Translation Look aside Buffer, Page Table Placeranerted Page Table Organization, Segmentation
Input / Output Organization Introduction, Accessiti® Devices, /0 Data Transfer, Error Detectiondan
Correction, System Buses and their architecture.

Interrupts: Introduction, taxonomy of Interruptsaddware Interrupts, Software Interrupts, and Exoept

References:
1.Computer System Architecture 3 Edition (Paperpalegk Morris Mano, Pearson Education, ISBN-
9788131700709
2.Computer Architecture and Organization : An Ingegd Approach (Paperback), Miles Murdocca, Vincent
Heuring, Wiley, ISBN-9788126511983
3.Digital Logic and Computer Design 1st Edition gBdback), M. Morris Mano, Pearson Education, ISBN-
9788177584097
4.Computer Organization and Design : The Hardwafeire Interface 4 Edition (Paperback), David AttBrson,
John L. Hennessy, , Morgan Kaufmann PublishersNKSB88131222744



5.Computer Organization, Design and Architectur®i®004 Edition (Hardcover), Sajjan G. Shiva,CR@d8,
ISBN-9780849304163

MIM 105 : Numerical Recipes in C

1. Introductory Concepts: Introduction to computemnputer characteristics, types of programminguages,
introduction to C.

2. C Fundamentals: The character set, identifidrkaywords, data types, constants, variables aagsr
eclarations, expressions, statements, symbolicdaotss

3. Operators and Expressions: Arithmetic operatorary operators, relational and logical operatassignment
operators, library functions.

4. Data Input and Outputs: Preliminaries, singlarabter input-getchar() function, single charaotgput-putchar()
function, entering input data-scanf() function, tmg output data- printf() function, formatted irtputput-gets() and
puts() functions.

5. Preparing and Running a Program: Planning aitthgyia C Program, compiling and executing the paogy

6. Control Statements: Preliminaries, the whiléesteent, the do- while statement, the for statenmadted loops,
the if-else statement, the switch statement, tbalbstatement, the continue statement, the comeratop,
the goto statement.

7. Functions: A brief overview, defining a functjaccessing a function, passing arguments to difumc
specifying argument data types, function prototypesursion.

8. Program Structures: Storage classes, autoratihles, external variables, static variables tifilelprograms,
more about library functions.

9. Arrays: Defining an array, processing an arp@gsing arrays to a function, multidimensional ysyarrays and
strings.

10. Pointers: Fundamentals, pointer declaratioassipg pointer to a function, pointer and one disimral arrays,
operations on pointers, pointers and multidimeraianrays, array of pointers, pointer to a functipassing
functions to other functions, more about pointesiaetions.

11. Structures and Unions: Defining a structurecpssing a structure, user-defined data typesdéfpestructures
and pointers, passing structure to a function;redrential structures, unions.

12. Data Files: Opening and closing a data fileating a data file, processing a data file, unfaredadata files.

Practical should cover the programs in C of thiofeing methods/ topics in Numerical Analysis :
» bisection method.
* Newton’s method
* Secant method
* Newton’s method for two non linear equations
» divided difference interpolation formula
* Aitken’s formula
* Hermite’s interpolation,
e double interpolation.



* Gauss Elimination method, Gauss-Jordan method,

» Linear equation solution, LU decomposition

* Gauss- Seidel iteration.

* Numerical differentiation,

*  Numerical Integration

» Trapezoidal rule

* Simpson’s 1/3 —rule

e Simpson’s 3/8 rule

* Numerical Solution of Ordinary differential Equat®by Taylor series: Solution

* Numerical Solution of Ordinary differential Equat®by Picard Method of successive approximations
*  Numerical Solution of Ordinary differential Equat®by Euler's Method and by Modified Euler Method
* Numerical Solution of Ordinary differential Equai®by Runge- Kutta Methods.

» Jacobi method to find eigenvalues and eigenvectfoasreal symmetric matrix.

* Householder method to find eigenvalues and eigeox®of a real symmetric matrix.

Prescribed Books:
1. Byron S, Gottfried, Programming with C, Schaum’dDetseries.
2. W. H. Press, S. A. Teukolsky et. al., Numericalpies in C, The art of Scientific Computing.
3. Yashwant Kanetkar, Let us C, BPB Publications.

Reference Book:
Brian W, Kernighan, Dennis M, Ritchie, The C Pragnaing Language, Prentice Hall Publication.

MIM 201 : Foundations of Analysis
1. A Taste of Topology: Metric space concepts, Cactpess, Connectedness, Coverings, Cantor sets.
2. Functions of a Real Variable: DifferentiatiorgiRann integration, Series.
3. Function Spaces: Uniform convergence and CQ[&dwer series, Compactness and equicontinuiG0n
4. Multivariate Calculus: Derivatives, Higher dexilves, Smooothness classses, Implicit and inversgions.
5. Lebesgue Theory: Outer measure, MeasurabiléguRrity, Lebesgue integrals.
Prescribed Book:

 C. C. Pugh, Real Mathematical Analysis, Sprinffaw Delhi, 2004. (Ch. 2: Sec 1to 5; Ch. 3, ChSdc 1 to 5;
Ch.5: Sec2to5; Ch. 6: Sec1to4.)

Reference Books:
* N. L. Carothers, Real analysis, Cambridge UniteRress India, 1999.

* H. Royden, Real Analysis, Third Edition, Prentitall of India, 1988.



MT 202 : Differential Equations
1. Prerequisites: Linear equations of the firsieord

2. Linear equations with constant coefficients c@al order homogeneous equations, Initial valuelpros, Linear
dependence and independence, Nonhomogeneous eguztio-th order, Algebra of constant coefficients.

3. Linear equations with variable coefficientsitii value problems, Solutions of the homogenesysation,
Wronskian and linear independence, Reduction adrpfdonhomogeneous equations, Legendre equation.

4. Linear Equations with regular singular poinEuier equation, Second order equation with reggitagular points,
Exceptional cases, Bessel equation.

5. Existence and uniqueness of solutions to fidéoequations: Separation of variables, exactteang Method of
successive approximations, Lipschitz condition, Aggmation to and uniqueness of solutions.

6. Existence and uniqueness of solutions to systams-th order equations: Complex n-dimensionatep
Systems as vector equations, Existence and unigs@fi&olutions to systems, Existence, Uniqueradinkear
systems and equations of order n.

Prescribed Book:
* E. A. Coddington, An Introduction to Ordinary Rifential Equations (Prentice- Hall).
Reference Book:

G. F. Simmons and S. G. Krantz, Differential Eqomsi (Tata McGraw-Hill).

MT-203: Data Structures
Introduction to Data Structures Abstract Data Typesiew of arrays and strings, structures andtpainconcepts
in C/C++, recursion and its efficiency.
Stacks: Operations and applications (Infix, Posifixl prefix expression handling),
Queues: Operations and applications,
Circular Queues: Operations and applications, QunzeDouble ended Queue and Priority Queues
Linked Lists: Operations and applications of Linkaked list, Circular linked list, Doubly linkelist.
Trees: Binary Trees, Binary Tree Representatiopgr&ions (insert/delete), Tree Traversal Techrsigli@readed
Binary Tree. Applications of Trees, Search Treegl. Aree (single and double rotations), B-Trees
Graphs: Representation (Matrix/Adjacency) and Trsale(Depth First Search/Breadth First Search),nSipg
Trees, Minimal Spanning Tree (Prim's and Kruskalafgoritm), Shortest Paths and All Pair ShortesthPa
Dijkstra’s, Floyd-Warshall Algorithms.
Hash Table: Hash Table: Hash Function, Collisiod &% Resolution, Separate Chaining, Open Addrgsdinear
probing, quadratic probing, double hashing), Relmastextendible Hashing

Searching Techniques: Linear Search, Binary Sgarchy/ binary tree) methods.



Sorting Techniques: General Background, Sortinghfiepies: Bubble Sort, Insertion Sort, Selectiont,SQuick
sort, Merge sort, Heap sort and Radix Sort
References:
« ADTs, Data Structures, and Problem Solving with CAtithor: Larry R Nyhoff, ISBN: 9788131764701,
Pearson Education
e Data Structures and Algorithms in C++, 2nd EditMithael T. Goodrich, Roberto Tamassia, David M.
Mount, Wiley
e Algorithms and Data Structures: The Basic Toolbdtehlhorn, Kurt, Sanders, Peter, Springer,
ISBN:9783540779773
« Data Structures Using C and C++ 2 Edition, (PapadhaYedidyah Langsam, Aaron M. Tenenbaum,
Moshe J. Augenstein, PHI Learning ISBN:978812030177

MT-204: Programming with C++
Review of C Language: functions, Pointers, StriegguArray, file handling
Introduction: What is object-oriented programminy¥hy Do We Need Object-Oriented Programming
characteristics of Object-Oriented Languages. Gig-@
C++ Programming Basics: Output Using cout, Diregsivinput With cin. Type bool. The setw Manipulatoype
Conversions.
Functions: Returning values From Factions. Refereliguments, Overloaded Function, Inline Functibefault
Arguments. Returning by Reference.
Object and Classes:
Making sense of core object concepts (Encapsuldtimmtraction, Polymorphism, Classes,
Massages Association, Interfaces) ImplementatioBlags in C++, C++ Objects as Physical Object, Object as
Data Types Constructor. Object as Function Argusiefihe Default Copy Constructor, Returning Objecinf
Function. Structures and Classes. Classes ObgusMemory Static Class Data. Const Data. CorssiCGlasses.
Arrays and String: Arrays Fundamentals. Arrays es€Member Data. Arrays of Object. String. Then8taid C++
String Class.
Operator Overloading: Overloading Unary Operat@serloading. Binary Operators. Data Conversionfaist of
Operators Overloading and Conversion. Keywords igignd Mutable
Inheritance: Concept of Inheritance, Derived Cléssd Base Class, Derived Class Constructors, Ovagid
Member Function, Inheritance In The English Disea@tass, Class Hierarchies, Inheritance And Grap8lapes,
Public And Private Inheritance, Levels Of Inheriéan Multiple Inheritance, Ambiguity In Multiply heritance,
Aggregation: Classes Within Classes, Inheritance piogram Development.
Pointer: Addresses And pointer, The Address-Of @per&, Pointer And Arrays, Pointer And Factionjrier And
C- Types String, Memory Management: New And DelBtEnters To Objects, Debugging pointers.
Virtual Function: Virtual Function, Friend Functio®tatic Function, Assignment and Copy Initialipati This

Pointer, Dynamic Type Information.



Streams and Files: Streams Classes, Stream EDiis File 1/0O with Streams, File Pointers, Erroardlling In

File,

I/0O File I/O With Member Function, Overloadithe Extraction And Insertion Operator, MemoryAStream

Object, Command line Arguments, and Printer Output.

Templates : Generic programming, template functidefining a class template, using a template clasing

template with family of classes, template versatigynplate specilization, inheritance.

Exce

ption Handling : Exception, the exception maditra, exception versality, multiple try blocks, eption and

classes, exception and inheritance, the exceplass.c

References:

C++ Primer Plus, Stephen Prata, Pearson, ISBN S18&6987,

Programming in C++, Ashok Kamthane, Pearson, ISBBB131791448

Introduction to Programming with C++, Y. Daniellng, Pearson, ISBN 9788131760659 ,
The C++ Programming Language , B. Stroustrup Addlfesley ISBN 978-0321563842

MT-205: Operating Systems
Basics: Operating System Functionalities, Type®pérating Systems, Computer Architecture support to
Operating Systems
Understanding the System Calls
Process Management: Process Scheduling - Uniprrceskeduling algorithms, Multiprocessor and Real-
time scheduling algorithms, Process Synchronizati®eterson's Solution, Bakery Algorithm, Hardware
Support to Process Synchronization, SemaphoresicalriRegions, Monitors - Deadlock prevention,
deadlock avoidance and Deadlock Detection and RegevBankers Algorithm, Threads
Memory Management: Segmentation and space allogadiasics of linking and loading, Demand Paging,
Page replacement algorithms, Analysis of page afioc policies - Working Set
File Systems: Contiguous, Sequential and IndexetbcAfion, File system interface, File System
implementation,
I/0 System: Disk Scheduling, Device drivers - bl@id character devices, streams, Character andk Bloc
device switch tables
Protection and Security - Accessibility and Capapllists
Case Study of Unix/Linux Operating System with refeee to Process Management, Memory Management

and File Management

References:

Operating System Concepts 8 Edition (PaperbackjerPB. Galvin, Abraham Silberschatz, Gerg
Gagne,Wiley,ISBN:9788126520510



Operating Systems, Nutt, , Pearson Education ISB88231723593

Operating Systems, William Stallings, Pearson, 138188131725283,

Operating Systems, Haldar & Aravind, Pearson , ISBR88131715482,

Understanding the Linux Kernel 3rd Edition (Papek)aDaniel P Bovet, Marco Cesati, O'Reilly, ISBN:
9788184040838

The Design of the UNIX Operating System (Paperbadkpurice J. Bach, PHI Learning, ISBN-
9788120305168

UNIX System Programming Using C++ (Paperback), dece Chan, PHI Learning, ISBN:9788120314689



MT 301 Complex Analysis
1. Pre-requisites:

(a) Topological and Analytical Preliminaries: Pogets in the plane, sequences, compactness, siapbay
projection, continuity.

(b) Elementary Functions: Exponential functionsppiag properties, logarithmic function, complex erpnts.
2. Analytic Functions: Cauchy-Riemann Equations|yitity, harmonic functions.

3. Power Series: Sequences, uniform convergencelahtin and Taylor series, operations on poweeseri

4. Complex Integration and Cauchy's Theorem: Cywasameterizations, line integral, Cauchy's Thewore

5. Applications of Cauchy's Theorem: Cauchy's irdefprmula, Cauchy's inequality and applicatiomgximum
modulus theorem.

6. Laurent Series and Residue Theorem: Laurergssariassification of singularities, evaluatiorredl integrals,
argument principle.

7. Bilinear Transformations and Mappings: Basic piags, linear fractional transformations, other piags.

Prescribed Book:

J. B. ConwayFunctions of one complex variables,

Narosa Publishing House.

N. B. : Students are also required to use suitalalthematical softwares to solve relevant problems.

MT 302 Database Management System

* Nature of Business Systems and Data Processing.

« Data Models, ER Model, ER Diagrams, UML Class Déags

» Relational model and query languages (relatiorgilala and calculus, SQL).
* Integrity and Security.

» Database design and normalization.

« XML and xquery Storage structures.

* Indexing and Hashing Techniques



Query processing and optimization, transactionscemency control and recovery Introduction to diexi
support and data analysis, data warehousing aadiatng

Information Retrieval.

Introduction to NoSQL e.g. MongoDB,

Important Note: Teacher is supposed to take the practicalsretat&@L query writing using any of the open
source RDBMS engine e.g. MySQL/PostgreSQL. Somegbavaluation should be reserved for the prattica

aspects

Reference Books

1.
2.
3

Abraham Silberschatz,Henry F. Korth and S. Sudar&etabase System Concepts
Raghu Ramakrishnan, Johannes Gehrke, Database &aeagSystems
Ramez Elmasri and Shamkant Navathe, Fundamenté@latabase Systems

MT 303 Theoretical Computer Science

Preliminaries : Symbol, Alphabet, String, Prefix88uffix of Strings, Sets, Operations on sets, Figite
infinite sets, Russell’s Paradox, Formal Languagiafion, Equivalence Relation,(reflexive, trangtiand
symmetric closures)Principle of Induction

Regular Languages :Regular Expression: DefinitlBramples, & Identities Finite Automata: Concept
DFA: Definition & examples NFA: Definition, exangs, Language accepted By FA,NFA withmoves ,
Regular Expression to FA: Method and Problems -NFith - moves to NFA, NFA to DFA: Method
Problems : Minimization of DFA: Problem using Tal¥ethod , Subset Construction for NFA wigh
moves to DFA conversion, Application of FA: Pumpibgmma & Examples Closure Properties: Union,
Intersection, -Concatenation, Complement, & Kle€fasure

Context Free Languages -Chomsky Hierarchy -CFG finien & examples, Ambiguous Grammar :
Concept & Examples Simplification of CFG : Removidgeless Symbols, removing unit productions and
removing Nullable symbols: Methods & Problems -Natforms : CNF & GNF : Method & Problems -
Regular Grammar : Definition ,Equivalence of FA &dqrilar Grammar

Push Down Automaton : Basic Concept , DefinitioiP(@A & NPDA)Construction of PDA using empty
stack and final State method : Examples using steethod Equivalence between acceptance by fingd sta
And Empty stack method & examples Equivalence betweDA & CFG (in GNF): Method and examples
Properties of Context Free Languages Pumping Lefom@FL : methods & problems, Closure Properties
of CFL’s(Union, Concatenation, & Kleene Closurdjethod & Examples)

Turing Machine -Recursive & recursively enumeralaleguage -Introduction to LBA (Basic Model) &
CSG. -Definition of TM, -Design of TM for languagecognition, Types of Turing Machine (Multitape
TM, Non-Deterministic TM, Universal TM, Restrictdd) Undecidable Problem, Halting Problem of TM
Simple Arithmetic Problems on Unary Numbers usitg ,TRAM model of computation

Important Note: The LEX tool on Linux is to be used to addressuhderstanding of the Language and
grammar aspects in this course. Few laboratorymesare expected to be covered. Some marks & to
reserved in Continuous Evaluation/Assessment tahoratory assignments/work.

Reference Books:



1. Introduction to Automata Theory , Languages ,Andnpatation (2ndEdition Pearson education) By —John
E. Hopcroft , Rajeev Motwani, Jeffrey D. Uliman

2. An Introduction to Formal Languages and AutomattgePLinz, Jones &Barlett Student Edition, ISBN:
9789380853284

3. Fundamentals of Theory of Computation, Principald Bractice, Greenlaw, Hoover, Elsevier,
ISBN:9781558604742

4. Introduction to Computer Theory By - Daniel . A. I@&m (John Wiley & Sons (ASIA) Pvt Ltd. 2ndEdition)

5. An Introduction to the Theory of Computer Scienemuages& Machine CEdition Pearson education)
By Thomas A. Sudkamp

6. Introduction to Languages and the theory of ContriaBy— John C.Martin (Tata McGraw —Hill Edition,
2ndEdition)

7. Theory of Computer Science (Automata Languages @ohputation By — K.L.P. Mishra & N.
Chandrasekaran (Prentice —Hall Indi%Eziition )

MT 304 Design and analysis of Algorithms

1. Mathematical Foundation: Growth Functions, Sutina, Recurrences
Substitutions, Iterations, Master Methods, Coungéind probability

2. Sorting :Heap Sort, Quick Sort, Merge Sort, iBgrin linear Time,
Medians and Order Statistics.

3. Dynamic Programming : Matrix chain Multiplicatiplongest common
subsequence, optimal polygon triangularisation.

4. Greedy Algorithm.

5. Graphs : Traversals, Topological sort, Minimysarming trees, single
source shortest path, All pair shortest path, Maxmflow problems.

6. Sorting Networks : Comparision, bitonic sort anerge sort networks.
7. Parallel Algorithms : CRCW, EREW algorithms eifincy sorting linear
system problem, Matrix Operations, Strassens Alllgoriand matrix
inversion.

8. FFT :Polynomials DFT, FFT.

9. Number Theoretic Algorithm : Rabin - Karp, KMBower - Moore
algorithms.

10. Geometric Algorithms : Finding convex hall, s#s pair of points,
linear programming problem.

11. NP Completeness : P and NP classes, NP comesstand reducibility.
12. Approximation Algorithms : Vertex cover probletraveling salesman
problem, set covering and subset sum problems.

Prescribed Book:
* T. H Coreman, Leiserson, Rivest, Introductioitgorithms .

MT 305 Computer Graphics

1. Introduction to Computer graphics : Introduction ¢omputer graphics & graphics systems, Four
components of Computer Graphics RepresentatioseRtation , Interaction and Transformations, Udes o
Computer Graphics, Graphics Primitives — Pixel/PoRaster v/s Vector ,RGB color model, intensity,
Programming essentials — event driven programn@mgnGL library



Input devices and Interaction tasks: Essential fonalities for Interaction — Locator, valuatorickand
choice; Hardware used for interaction — Input desie key board, mouse, trackball, tablets, ligimtBasic
Interaction tasks — Position, Selection

Presentation and Output devices: Presentation @Gsplframe buffer, display file, lookup table;Diap
devices, Random and Raster scan display devid®§; Blotters and Printers

Point, Line and Polygon primitives Scan conversjona length encoding , Line drawing algorithms; ®D
algorithm, Bresenham'’s line algorithm, Circle geatem algorithm; Scan converting polygons, fill
algorithms, Boundary fill algorithm, flood fill atgithm

2D Transformations and viewing: Basic transformagidranslation, rotation, scaling; Matrix
representations & homogeneous coordinates, Reftestiear; Transformation of points, lines, parallel
lines, intersecting lines. Viewing pipeline; Winddavviewport co-ordinate transformation , clipping
operations , point clipping , line clipping; Coh8uatherland algorithm, Midpoint subdivision algonth
Cyrus beck algorithm; Polygon clipping , Sutherldhotigman algorithm, Weiler-Atherton Algorithm
3D transformation & viewing: 3D transformationsarslation, rotation, scaling & other transformasip
Rotation about an arbitrary axis in space, reftecthroughh an arbitrary plane; general parallejgetion
transformation; Three dimensional viewing, Paralell Perspective projections

Curves and Surfaces: Polygon meshes, Represerdiygons; Parametric curves, Hermite Curves, Bezier
curves, B-spline curves

Hidden surfaces Elimination: Depth comparison, Zdnalgorithm, Back face detection; BSP tree
method, the Painter’s algorithm, scan-line algonitididden line elimination, wire frame methodsadtal
— geometry; Color & shading models Light & color ded; interpolative shading model; Texture
Important Note: Students are expected to implement the algoritiaenght in this course using

OpenGL/Graphics library with C language on LinuatRirm. Some marks are to be reserved in
Continuous Evaluation/Assessment for the laboraassignments/work.

Reference Books:

ouhswNE

Hearn, Baker — “ Computer Graphics ( C version Bdg” — Pearson education

Foley, Vandam, Feiner, Hughes — “Computer Grapbitwxiples (2nd Ed.) — Pearson Education.
W. M. Newman, R. F. Sproull — “Principles of Inteti@e computer Graphics” — TMH.

D. F. Rogers, J. A. Adams — “ Mathematical ElemdotsComputer Graphics (2nd Ed.)” — TMH
F. S. Hill, Stephen Kelly, Computer Graphics usiywenGL, PHI Learning

Z. Xiang, R. Plastock — “ Schaum’s outlines Comp@Geaphics (2nd Ed.)” — TMH

MT 401 Operations Research

Unit | - Kuhn — Tucker conditions of Optimality —u@dratic Programming
(Sections 19.2.2B, 20.2.2)

Unit Il - Inventory Models

(Sections 14.1 to 14.3)

Unit Il - Queuing Models

(Section 15.1, 15.2, 15.4, 15.5)

Unit IV - Project Scheduling By PERT — CPM

(Sections 13.1t0 13.4)



Unit V - Simulation Modeling with SIMNET — Il
(Sections 17.1t0 17.10)

Textbook :
Hamy A.Taha, Operations Research, Fifth EditicenBce Hall of India.

N. B. : Students are also required to use suitaiatthematical software to solve relevant problems.

MT 402 Rings and Fields

Rings, integral domains, ideals homomorphisms,pmtyial rings, factorization, divisibility, vectopaces
extension fields, algebraic extensions, finitedgetonstructions.

Textbook : J. A. Gallian Contemporary Abstract Algee Narosa Chapters 12-23

MT 403 Software Engineering

» Concepts of software management, The softwarescpsinciples of software engineering, programniing
the small Vs programming in the large
» Software methodologies/processes, The softwareyidte, the waterfall model and variations, introtiion
to evolutionary and prototyping approaches
» Software measurement , Requirements analysis,resqants
« Solicitation, analysis tools, requirements defonitirequirements specification, static and dynamic
specifications, requirements review. (just revidite
» Software architecture
» Software design, Design for reuse, design for ceadgsign notations, design evaluation and vabdati
* Implementation, Programming standards and procedaredularity, data abstraction, static analysig, u
testing, integration testing, regression testingld for testing, fault tolerance
» User considerations, Human factors, usability,rimdéonalization, user interface, documentatioryrus
manuals Documentation, Documentation formats, tools
» Project management, Relationship to life cyclejgmoplanning, project control, project organizatiaisk
management, cost models, configuration managemersion control, quality assurance, metrics
* Maintenance, The maintenance problem, the natumgagitenance, planning for maintenance
» Tools and environments for software engineerinkg o programming paradigms, process maturity
* Introduction to Capability Maturity Model Peoplegability Maturity Model
» Software Acquisition Capability Maturity Model Sgstis Engineering Capability Maturity Model
» |EEE software engineering standards
Important Note: students who take this course are supposed towarlgroup of 2 to 3 and are expected to carry
out a minor project (software development) whichbsolutely necessary and will be used for contisuevaluation
by the respective faculty member teaching this ssur

References:
1. Software Engineering, lan Sommerville, Addison Végs(Note : This is also the preferred textbook for

the IEEE Software Engineering Certificate Program.)
2. The Engineering of Software, Dick Hamlet, Joe Mayb&ddison Wesley,



Introduction to the Team Software Process, Wattsudnphrey, Addison Wesley,

Software Engineering A Practitioner's Approach Be@n Adaption, Roger S. Pressman, McGraw Hill,
Software Engineering Theory and Practice, Sharireaee Pfleeger, Prentice Hall,

Practical Software measuOrement, Bob Huges, McGtiiyw

Human Computer Interaction, ., Dix, Finlay, AbowtteBeale, Prentice Hall,

Software Project Management, ., Bob Huges& Miket€etl, McGraw Hill

ONo gk

MT 404 Computer Networks

* Introduction: Network Hardware, Network Softwareefeérence Models, Network Standardization.

» Physical Layer: Theoretical basis for data commation, Guided Transmission Media, Wireless
transmission,

» Data Link Layer: Design issues, Error detection @adrection: Type of errors, detection and corgecif
errors Data Link Control & Protocol: Flow & erropmtrol, Stop And Wait ARQ, Go —Back -N ARQ,
Select Repeat ARQ, HDLC

* The Medium Access Sublayer Channel Allocation ReghIMultiple Access Protocols, Ethernet (Cabling,
Encoding) Wireless LANs Bluetooth Architecture, &laoth Applications, Data link layer switching:
repeaters, hubs, bridges, switches, routers, ggtewa

» Network Layer: Design issues, Routing algorithman@estion control algorithms, quality of service.

» Transport Layer: Transport Service, Elements ofh$part protocols

e Application Layer: DNS, Electronic mail, WWW.

Important Note: Students are expected to implement the algoritianaght in this course using libraries
with C language on Linux Platform. Some marks arke reserved in Continuous Evaluation/Assessment

for the laboratory assignments/work.

Reference Books

1. Computer Networks, 5/e, Andrew S. Tanenbaum, DaWdetherall, Pearson Education
2. Computer Networking: A Top-Down Approach, 5/e, JarReKurose, Keith W. Ross, Pearson Education
3. Data Communications and Networking, Forouzan, MeGiHll

MT 405 Programming with Java

1. Introduction to Java Programming - Overview,aJ&weols, Java

Byte Code

2. Elementary Programming Concepts : Variablesldadtifiers, Java
keywords, Data Types, Operators, Expression, Cotsst&tatements,
Arrays

3. Classes and Packages : Defining classes, $tatitbers, Using packages,
Access Specifiers, Constructors, Finalisers refagngnobjects

4. Inheritance, nested and inner class : Extendemses, Abstract

Class Interface, Super Keyword, Final classes, tactors and Inheritance,
Dynamic Binding, Overriding methods



5. Exception and Input and Output : Byte streanfgrécter streams,

File i/o basics, Introduction to exception, Try asalch block and finally
block, Inbuilt Exception.

6. String Handling and Exploring Java.lang : Stri®gerations, Character
Extractions, Data Conversions, Modifying strings.

7. Applet and Event Handling and Controls

8. Input and Output package : Object serializatieader and writer

9. Swings : - Layout Manager Layout Manager swingi@ls Components
Organizers, Jlish, Jtree, Jtables, Dialogue, Fieoser, color chooser.

10. JDBC : The design of JDBC, JDBC programmingcemts making the
connection, statement and result set class, Exec&QL commands,
Executing Queries.

11. Multithreading : Running multiple threads, Tnenable interface
Threads priorities Daemon, Thread States, threawlpgr Synchronization
and Interthread Communication Deadlocks.

Prescribed Book:
 Herbert Schildt, A Complete Reference Java 2.

MT 406 Computational Geometry

1. Geometric primitives [Chap. 1]

2.Line intersection [Chaps. 2] plus randomizedénoental

. Triangulation and visibility and [Chaps. 3,15]

. Linear programming in two and three dimensidlisgp. 4]
. Orthogonal range searching [Chaps. 5,10]

. Point location and Binary Space Partitions [Gh&p12]

. Voronoi diagrams and Delaunay triangulation [h&,9]
. Convex hulls [Chap. 11]

. Non-orthogonal range searching [Chap. 16]

10. Curved Elements (Bezier, B-Splines)

11. Curve Reconstruction (reconstruction a curuégse) from sample points)
12. 3-Dimensional Geometry

O©oOoO~NO O~ W

Prescribed Book :
Computational Geometry Algorithms and Applicatiosd ed., by de Berg, van Kreveld, Overmars, and
Schwarzkopf (Springer-Verlag, 2000).

N. B. : Students are also required to use suitaialdhematical software to solve relevant problems.

MT 407 Data Mining

1. Introduction to Data Mining

e Basic Data Mining Tasks
DM versus Knowledge Discovery in Databases



» Data Mining Issues

» Data Mining Metrics

e Social Implications of Data Mining

» Overview of Applications of Data Mining
2. Introduction to Data Warehousing

»  Architecture of DW

OLAP and Data Cubes

» Dimensional Data Modeling-star, snowflake schemas

» Data Preprocessing — Need, Data Cleaning, Datgritien &
Transformation, Data Reduction

* Machine Learning
e Pattern Matching
3. Data Mining Techniques

* Frequent item-sets and Association rule mining:iépalgorithm,
Use of sampling for frequent item-set, FP tree réigm
»  Graph Mining: Frequent sub-graph mining, Tree ngniBequence
Mining

4. Classification & Prediction

» Decision tree learning: [3 hrs]
Construction, performance, attribute selection

Issues: Over-fitting, tree pruning methods, missialyes,
continuous classes
Classification and Regression Trees (CART)

e [1[)Bayesian Classification: [6 hrs]
» Bayes Theorem, Naive Bayes classifier,
» Bayesian Networks
* Inference
» Parameter and structure learning
» [[Linear classifiers [4 hrs]
» Least squares, logistic, perceptron and SVM cliassif
e [10Prediction [3 hrs]
» Linear regression
* Non-linear regression
5 Accuracy Measures

Precision, recall, F-measure, confusion matrixssrealidation, bootstrap

6. Software for data mining and applications of data nming

R, Weka, Sample applications of data mining



7. Clustering

* k-means

» Expectation Maximization (EM) algorithm

» Hierarchical clustering, Correlation clustering
8. Brief overview of advanced techniques

» Active learning
* Reinforcement learning
e Text mining
» Graphical models
*  Web Mining
Reference Books:

1. Data Mining: Concepts and Techniques, Han, Elsevier

2. Margaret H. Dunham, S. Sridhar, Data Mining — Idtratory and Advanced Topics, Pearson Education

3. Tom Mitchell, —Machine Learninfj, McGraw-Hill, 1997

4. R.O. Duda, P.E. Hart, D.G. Stork. Pattern Clasaiifos). Second edition. John Wiley and Sons, 2000.

5. Christopher M. Bishop;—Pattern Recognition and Machine Leardjn§pringer 2006

6. Raghu Ramkrishnan, Johannes Gehrke, Database Maeag&ystems, Second Edition, McGraw Hill
International

7. lan H. Witten, Eibe Frank Data Mining: Practical ¢ltéine Learning Tools and Techniques,

Elsevier/(Morgan Kauffman),

MT 408 Atrtificial Intelligence

» Introduction to Artificial Intelligence What is AlEarly work in Al, Al and related fields Al problesm
and Techniques

* Problems, Problem Spaces and Search : Definingddlems as a State Space Search: example
Production Systems Search and Control Strateg@ddtn Characteristics Issues in Design of Search
Programs Additional Problems

» Heuristic Search Techniques Generate-and-testCHiitibing, Best First Search, Problem Reduction,
Constraint Satisfaction, Mean-Ends Analysis

» Knowledge Representation Representations and Mgppipproaches to Knowledge Representation,
Knowledge representation method, Propositional t,ogredicate logic, Representing Simple facts in
Logic, Representing Instances and Isa relationskipsmputable Functions and Predicates, Resolution,
Forward and backward chaining

» Slot — and — Filler Structures : Weak Structuresn&ntic Networks, Frames, Strong Structures,
Conceptual Dependencies, Scripts

» Game Playing : Minimax Search Procedures, Addipbabeta cutoffs

e Planning: An example Domain: The Blocks world, Camgnt of a planning system, Goal stack
planning, Nonlinear planning ,Hierarchical Planning

* Learning : What is learning, Rote Learning, Leagy taking advice, Learning in problem solving,
Learning from examples, Explanation based learning



Important Note: Teacher is supposed to take thetiped implementation of the some of concepts irusding
Prolog language. Some marks are to be reservedrtinCious Evaluation/Assessment for the laboratory
assignments/work.

Reference Books:

Artificial Intelligence, Tata McGraw Hill,® Edition, by Elaine Rich and Kevin Knight

Artificial Intelligence: A Modern Approach by StudRussell, Peter Norvig, Prentice Hall, ISBN 0-13-

103805-2

3. Introduction to Artificial Intelligence and ExpeBlystem, Prentice Hall of India Pvt. Ltd., New Ogelh
1997,2nd Printing, by Dan Patterson.

4. Introduction to TURBO PROLOG, BPB Publication, bgrCTownsend

N

MT 409 Cryptography

1. Introduction : Overview of course, Classicalptography [parts of Chapter 1].

2. Secret Key Encryption : Perfect Secrecy - Ome pads [Chapter 2.1], Stream ciphers and the Bratayption
Standard (DES) [Chapter 3 (excluding 3.6)], The @&ubed Encryption Standard (AES) - adopted Septe2(iz0.
3. Public Key Encryption : Factoring and the RSArgption [Chapter 4.1 - 4.4], Discrete log. Diffi¢ellman Key
Exchange [Chapter 8.4 (only pages 270-273)]. EIGameryption [Chapter 5 (only pages 162-164)] ,ifailg
Signatures [Chapter 6 (excluding 6.5 - 6.6)], Oneetsignatures, Rabin and ElGamal signatures schebigital
Signature Standard (DSS).

4. Hashing : Motivation and applications. Cryptqgr@ally Secure Hashing. [Chapter 7.1-7.3,7.6], 84ge
Authentication Codes (MAC). HMAC, Network Securjt®ecure Socket Layer (SSL), | Psec.,Secret Sharing
Definition. Shamir's threshold scheme [Chapter I Misual secret sharing schemes.

Prescribed Book :
D. R. StinsonCRYPTOGRAPHY: Theory and Practice. CRC Press. 1995.
N. Koblitz : A course in number theory and cryptagny. Springer.

MT 410 Evolutionary Computing and Image Processing
Evolutionary Computing:
Introduction, Possible Applications, Pros. And Coririnciples of Evolutionary Computation, Histolica
Perspectives. , Genetic Algorithms, Evolutionaryraigies, Evolutionary Programming, Introduction to
Representations, Binary Strings, Real-Valued Va&ctdrarious Selection Strategies, Introduction tcarSe
Operators, Crossover and Mutation, Ant Colony Opation, Combinatorial Function Optimization Prailkg
Exploration and Exploitation Fundamentals, Appligas, Introduction to Particle Swarm Optimisatioromte-
Carlo Methods and Simulated Annealing, Differentndaling Strategies, Introduction to Tabu Searctipttuction
to Multi-objective Optimisation, Constraint @nutsation, Various Strategies, Introduction to Biography -
based Optimisation, Case Studies
Digital Image Processing
Introduction: Definition and origins of digital irga processing (DIP), Example fields that use Dlifhdamental
steps and components in DIP Digital image fundaaienVisual perception, Light and electromagnefiecirum,
Image sensing and acquisition, Image sampling amahtigation, Basic relationships between pixelsadm
enhancement in the spatial domain: Gray-level foanstions, Image Histograms, Enhancement using
arithmetic/logic operations, Smoothing and ShanmpgnEpatial filters (Laplacian/Gradient. Image emwnent in
the frequency domain: Discrete Fourier transfornkrPand frequency domain, Smoothing and Sharpewitiy



frequency-domain filters (Ideal, Butterworth, an@uSsian), Laplacian filters, The Convolution andr€lation
theorems. Morphological image processing: Dilateord Erosion, Opening and Closing, Hit-or-miss tfams,
Basic morphological algorithms, Boundary extractioRegion filling. Image segmentation: Detection of
discontinuities - Point, line, and edge, Regiondolasegmentation, Region growing, Region splittind energing.
Representation and description: Shape Represamta@bain codes, Polygonal approximations, Signafure
Boundary segments,, Skeletons, and descriptorpeStambers, Fourier descriptors, Statistical momdRégional
and Topological descriptors, Texture, and Moments

Reference Books
For Digital Image Processing

1. Gonzalez, R. C. and Woods, R. E. [2002/2008],Diditeage Processing, 2nd/3rd ed., Prentice Hall
2. Sonka, M., Hlavac, V., and Boyle, R. [1999], ImaBeocessing, Analysis and Machine Vision (2nd
edition), PWS Publishing, or (3rd edition) Thompgtngineering, 2007
3. Gonzalez, R. C., Woods, R. E., and Eddins, S. Q0¢2, Digital Image Processing Using MATLAB, 2nd
ed., Gatesmark Publishing, Knoxville, TN
4. Anil K. Jain [2001],Fundamentals of digital imag®gessing (2nd Edition), Prentice-Hall, NJ
For Evolutionary Computing

=

Multi-Objective Optimization Using Evolutionary Adgithms, Kalyanmoy Deb, John Wiley & Sons

2. Multi-Objective Optimization Using Evolutionary Adgithms [Hardcover], Kalyanmoy Deb , Deb
Kalyanmoy

Essentials of Metaheuristics,Second Edition SedwLu

Genetic Algorithms, David E. Goldberg, Pearson Etioo India.

Genetic Algorithms: The Design of Innovation , Dd#. Goldberg, Kumara Sastry, Springer-Verlag New
York Incorporated

6. Introduction to Evolutionary Algorithms, Xinjie YiMitsuo Gen, Springer Science & Business Media

ar®

MT 411 Advanced Database Management System:

1. Relational Database Management Systems Implementaéchniques

PL/SQL — Basics overview, Transactions- Savepagimtsor, Database objects- procedures, functions,
packages, Triggers

Programmatic SQL — Embedded SQL, Dynamic SQL an8OBtandard

Query optimization, Subqueries, creating Oraclallate objects, User access control in ORACLE
Concurrency control — Locks, Timestamping

transaction management — ACID properties, Transagiiocessing

Database performance tuning

2. Emerging Database management system technologies

Object oriented database management systems,dP@athbases, Distributed Databases



New database applications and environments e.@ Batehousing, multimedia
3. Data Warehousing

Architecture — Operational Data, load manager, rdata, DW tools and technologies ,ETL tools
Admin and management tools

4. Database Security :
Defense mechanisms, statistical database auditiogngrol, security based on previleges,
PL/SQL security — Locks-Implicit locking ,types alabels of locks, explicit locking, Oracles’s
named exception handlers

MT 501 Coding Theory

1. Error detection: correction and decoding: Comication channels, Maximum likelihood decoding, Haimgn
distance, Nearest neighbor / minimum distance dago@istance of a code.

2. Linear codes: Vector spaces over finite fieldsear codes, Hamming weight, Bases of linear coGeserator
matrix and parity check matrix, Equivalence of ineodes, Encoding with a linear code, Decodininefr codes,
Cossets, Nearest neighbor decoding for linear ¢&lgsdrome decoding.

3. Cyclic codes: Definitions, Generator polynomj&®nerator and parity check matrices, Decodingyolic codes,
Burst-error-correcting codes.

4. Some special cyclic codes: BCH codes, Defingjdtarameters of BCH codes, Decoding of BCH codes.

Reference:
1. San Ling and Chaoing Xing, Coding Theory- AsEiCourse
2. Applied Abstract Algebra - Lid and Pilz 2nd Eaolit

N. B. : Students are also required to use suitaiatthematical software to solve relevant problems.

MT 502 Mathematics course

MT 503 : Advanced JAVA

1. JAVA Basic Reviews

Java streaming - Networking - Event handling - Miteading - Byte code
Interpretation - Customizing application - DatauStures - Collection
classes.



2. Distributed Computing

Custom sockets - Remote Method Invocation - Activat Object serialization
-Distributed garbage collection - RMI - [IOP - Irf@ce definition
language - CORBA - JINI overview.

3. JAVA Beans And Swing

Bean concepts - Events in bean box - Bean custtioizaPersistence -
Application - deployment using swing - Advanced gvtechniques - JAR
file handling.

4. JAVA Enterprise Applications

JNI - Servlets - Java Server Pages - JDBC - Sebgans - Entity beans
- Programming and deploying enterprise Java Bedasa transactions.
5. Related JAVA Techniques

Java Media Frame work - 3D graphics - Internatimadibn - Case study
- Deploying n-tier application, E- commerce appiicas.

Reference Books:

1. Deitel and Deitel , Java How to program, Prentiall , 4 th Edition,
2000.

2. Gary Cornell and Cay S. Horstmann, Core Javal\&id Vol 2 ,

Sun Microsystems Press, 1999.

3. Stephen Asbury, Scott R. Weiner, Wiley, Devatgplava Enterprise
Applications, 1998.

MT504 : MS.NET

1. Introducing .NET Platform: .NET and Windows DNMET Architecture
2. Features of .NET Platform: Multilanguage SuppBtatform and
Processor Independence, Memory Management, VengjoDieployment,
Interoperability with Unmanaged Code.

3. .NET Architecture: .NET Runtime, Managed/Unmathgode, Intermediate
Language, Common Language Specification/Common Type

System, .NET Base Class Library (BCL), Assemblistadata, Assemblies
and Modules, Assembly Cache, Reflection, Just meTCompilation,
Garbage Collection, Object Oriented in .NET.

4. Introducing C hash Programming: Data Types, @b&tructures,
Properties and Indexers, Delegates and EventspEgoeHandling, Basics
of Inheritance.

MT 515 Software Project Management

1. Project Management Overview : Project InitiatiBhanning, Execution, Monitoring and Closing phases,
Project Charter

2. Scope Management : Scope planning, Verificatiomp8dChange control

Time Management: Estimation, Developing Schedulanaying Schedule using tool (MS-Project)

4. Cost Management : Customer engagements, Projezs,t¢osting, Cost Control, Profitability

w



5. Quality Management : Project Quality Metrics, Qtyglssurance and Control techngiues, tools, Inferna
and External Audits, ISO, CMMi assessment, Custofepectations

6. Human Resource Management : Project Organis@®esqurce change management, Training, Roles and
responsibilities

7. Communications Management : Internal, External camiation, reporting

8. Risk Management : Risk Assessment and Control, Riskitoring and Control

9. Procurement Management : Procuring H/W and S/W

10. Integration Management : Historical Information sBlned Plan, Schedule, Quality, Deliverables, iEfo
Resources, Risks and Communication



